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Abstract. – The Internet is a world-wide communication network, whose optimization de-
pends on the knowledge of the statistical characterization of the aggregated traffic flow. Inter-
net traffic is dependent on a number of factors, including communication protocols, network
topology, and human behavior. Using a recently proposed segmentation algorithm, we find
a surprising analogy between the nonstationarity and the correlations in the communication
dynamics in the Internet and in another communication network of great interest: the auto-
nomic nervous system (ANS). The ANS controls involuntary muscle motion, secreting glands,
and the heart, hence, we surmise that the time interval between successive heartbeats —an
easily measured physiological signal— provides a probe of the communication dynamics for
the ANS. We find quantitative similarities between the statistical properties of i) healthy heart
rate variability and non-congested Internet traffic, and ii) diseased heart rate variability and
congested Internet traffic. Our findings suggest that the understanding of the mechanisms
underlying the “human-made” Internet could help to understand the “natural” network that
controls the heart.

Introduction. – The Internet [1, 2] —a large communication network that now connects
more than 108 hosts— is a prime example of a self-organizing complex system [3–9], having
grown mostly in the absence of centralized control or direction. In this network, information is
transferred in the form of packets from the sender to the receiver via routers, computers which
are specialized to transfer packets to another router “closer” to the receiver (fig. 1a). A router
decides the route of the packet using only local information obtained from its interaction
with neighboring routers, not by following instructions from a centralized server. Thus, it
can be viewed as a simple and autonomous entity. A router stores packets in its finite queue
and processes them sequentially. However, if the queue overflows due to excess demand, the
router will discard incoming packets, a situation corresponding to congestion. A router can
only control incoming traffic by discarding arriving packets, so that in order to know and
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Fig. 1 – Measuring Internet traffic. a) Schematic representation of Internet topology. The Internet
comprises links and nodes (routers and hosts), which are connected in a scale-free structure [10, 11].
Suppose that one downloads a file on a web page in a host at aaa.edu from a host in NTT laboratories.
In this case, a connection is established between the two hosts, and the packets encoding the file travel
from the source host to the destination host via routers. The connection is based on a feedback control,
so that the duration of the connection for transferring the file strongly depends on the current network
traffic conditions; if the network is congested, it takes longer to finish the transfer. Here, we report on
measurements of the number of connections at the link between NTT laboratories and the Internet
(thick line). There is a firewall host in NTT labs, so that a connection initiated from the Internet is
restricted. Namely, our data reflects the daily activity pattern of the NTT employees. b) Measuring
the number of connections. In the top panel, each line represents a connection passing through the
observation link. For example, the first connection starts at 0.5 s (black circle) and finishes at 3.5 s
(open circle). We count the number of connections within a one second interval and obtain a time
series of the number of connections (bottom panel). c) A typical data set, showing the number of
connections for each of the 3600 one second intervals between 13:00 and 14:00 on July 19, 2001.

adjust to the current network traffic condition, each host has the ability to control its traffic
by using a feedback-based flow control [12] for the communication between the sender and the
receiver.

Even though these rules controlling traffic flow were programmed by humans, the dynamics
of Internet traffic [13–20] are difficult to predict due to the complex interactions between
routers, the flow control mechanisms, and the diversity of applications running in the Internet.
Moreover, the traffic flow is also highly correlated with human activity, as most users of
the Internet are human. Internet traffic fluctuations are reported to be statistically self-
similar [13–15]. It has also been reported that Internet traffic displays two separate phases,
congested and non-congested, and that traffic fluctuations are characterized by 1/f -behavior
at the point separating the two phases [17–20].

Data. – We record every packet flowing through the link between NTT laboratories
in Tokyo and the Internet during 4 days in July 2001 (figs. 1b and c). We form data sets,
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Fig. 2 – Analysis of the number of connections between the NTT laboratories and the Internet.
a) Number of connections for periods during the day (four minutes starting at 14:00) and the night
(four minutes starting at 4:00). The solid lines display the output of the segmentation algorithm [21].
b) Cumulative distribution of segment lengths of stationary periods in the number of connections and
the heartbeat variation. We find that the distributions are characterized by power law decays for
both night and day (implying there is no typical size of the stationary duration) but with different
exponents: γ = 2.3 ± 0.3 for night, and γ = 3.1 ± 0.2 for day. The distributions of the heartbeat
interval fluctuations are also approximately power law with exponent γ ≈ 2.2 for both the healthy
and diseased cases.

each consisting of recordings of the number of connections between a host at NTT and some
other host in the Internet in each second of one hour (3600 points each). We analyze 80 such
one-hour time series.

Figure 2a displays the number of connections for periods during night (04:00) and day
(14:00). It is visually apparent that both time series are nonstationary, and are characterized
by different mean values depending on the observation period; the mean number of connections
is ≈ 50 connections/s during the night, and ≈ 700 connections/s during the day. In order to
quantitatively characterize such a nonstationary time series, we will use an analysis method
that we describe in the following.

The segmentation algorithm. – We define stationarity here as the property that the
mean value of a time series does not change under time translation. In order to divide a
nonstationary time series into stationary segments, we perform the following procedure [21]:
we move a sliding pointer from left to right along the time series. At each position of the
pointer, we compute the mean of the subset of the signal to the left of the pointer (µleft) and
to the right (µright). To measure the significance of the difference between µleft and µright, we
compute the statistic

t ≡

∣

∣

∣

∣

µleft − µright

SD

∣
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∣

, (1)

where
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(
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(2)

is the pooled variance, sleft, sright are the standard deviations of the data to the left and to
the right of the pointer, respectively, and Nleft and Nright are the number of points to the
left and to the right of the pointer. Next, we calculate the statistical significance P (τ) of the
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Fig. 3 – Probability density distributions of the jump sizes for a) Internet traffic fluctuations, and
b) heartbeat interval fluctuations. For the Internet traffic, the day data peak at s ≈ 0.2, while the
night data peak at s ≈ 0.7. Also, for the heartbeat intervals, the diseased heart data peak at s ≈ 0.2,
and the healthy heart data peak at s ≈ 0.4. c) Scaled distributions of jump sizes. The distributions
are scaled by the maximum value of the probability density pmax, and s scaled by 1/pmax. It is
visually apparent that the distributions are similar for night and day. Moreover, these distributions
are similar to the distributions found in the analysis of heartbeat intervals.

position of pointer having the largest t value. P (τ) is numerically approximated as [21]

P (τ) ≈
{

1− I[ν/(ν+τ2)] × (δν, δ)
}γ

, (3)

where γ = 4.19 lnN − 11.54, δ = 0.40, N is the size of the time series to be split, ν = N − 2,
and Ix(a, b) is the incomplete beta-function. If the significance value is larger than a threshold
(typically 0.95), one decides that the left and right parts of the time series have statistically
significant differences in mean, and one cuts the time series into two time series. Otherwise,
the time series remains uncut. If the time series is cut, we repeatedly iterate this algorithm
in each fraction until the significance value is smaller than the threshold or the length of the
time series is smaller than a minimum size �0 [21]. In our analysis, we set �0 = 18 s.

Results. – We divide each of the 80 time series in our data records into “stationary
segments” using the recently proposed segmentation algorithm of Bernaola-Galván et al. [21].
The solid lines in fig. 2a illustrate the output of the segmentation algorithm. We also apply the
Kolgomorov-Smirnov (KS) test to two distributions of segment lengths for all one-hour traces,
and obtain two empirical distributions: the night [01:00-06:00] and the day [10:00-16:00]. In
fig. 2b we show the cumulative distribution P (�) of the durations � of the stationary periods.
We find power law distributions,

P (�) ∼ �−γ , (4)

for both night and day, but with different exponent values: γ = 2.3 ± 0.3 for night and
γ = 3.1± 0.2 for day. A power law distribution indicates that there is no typical scale for the
duration of the stationary segments in Internet traffic data.

To characterize the changes between stationary segments, we study the jump size s, which
we define as the absolute value of the difference of the mean number of connections between
neighboring stationary segments (fig. 3a). The distribution of the day data peaks at s ≈ 0.2,
and the distribution of the night peaks at s ≈ 0.7, indicating that the variations of the day
traffic are smaller than the variations of the night traffic.
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Table I – Quantitative comparison between Internet traffic data and heartbeat intervals data. The
parameters γ, τ , and α are defined in eqs. (4), (5), and (6), respectively.

Internet traffic Heart rate Internet traffic Heart rate
(night) (healthy) (day) (failure)

α 1.0 ± 0.1 1.0 ± 0.1 1.3 ± 0.1 1.3 ± 0.2
γ 2.3 ± 0.3 2.2 ± 0.2 3.1 ± 0.2 2.1 ± 0.1
τ 0.5 ± 0.1 0.6 ± 0.1 0.6 ± 0.2 0.6 ± 0.1

In order to compare the functional form of the distribution, we scale the probability den-
sities p(s) by the maximum probability density pmax, and we scale s by 1/pmax. We find that
these scaled curves display the same functional form for both night and day (fig. 3c); both
decay exponentially for spmax > 0.55 (table I),

p(s)

pmax
∼ e−spmax/τ . (5)

This exponential decay suggests that there is a well-defined scale for the changes in the mean
number of connections between stationary segments.

We also analyze the auto-correlations in the number of connections by using the DFA
method [22]. We find a power law relation between the average magnitude of the fluctuations
F (n) and the observation scale n, eq. (6), where the scaling exponent α quantifies the nature
of the correlations,

F (n) ∼ nα . (6)

Figure 4a displays the results of the DFA method for day and night data. Both curves are
characterized by a power law dependence, implying that there is no typical time scale for the
decay of the correlations in the number of connections. We find a significant difference in the
type of correlations for less active (night) and more active (day) periods: α = 1.0 ± 0.1 for
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Fig. 4 – a) DFA estimation of auto-correlations of the number of connections. For both night and
day, we find a power law scaling of the fluctuations but with different exponents; α = 1.0 ± 0.1 for
night and α = 1.3 ± 0.1 for day. b) DFA estimation of auto-correlations of the heartbeat intervals.
For the healthy heartbeat intervals, we find α = 1.0±0.1, close to the exponent for the Internet night
traffic data, and for the diseased heart data we find α = 1.3 ± 0.2, close to the exponent found for
the Internet day traffic data.
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n > 50, and α = 1.3± 0.1 for n > 9. These results indicate that the night dynamics are of the
1/f -type, while the day dynamics are closer to Brownian noise. We tested these findings for
traffic data at other links in the Internet(1) and obtained consistent results. Thus, it appears
that our results are generic and not specific to the NTT labs. Note that these findings of
1/f -behavior for fluctuations in number of connections do not contradict the findings of 1/f -
behavior for fluctuations in number of bytes per unit time reported in [18].

Discussion. – Our findings bear a striking quantitative similarity to those reported for
heartbeat interval time series [21–27] (table I). Indeed, for heartbeat intervals, the distribution
of durations of stationary segments also decays as a power law with an exponent γ ≈ 2.2 [21],
close to the exponent for night periods of the Internet traffic data. In the jump size distribution
(fig. 3b), the distribution for the diseased heart peaks at s ≈ 0.2, and the distribution for
healthy heart peaks at s ≈ 0.4, indicating a similarity between the diseased heart and the day
traffic, and a similarity between the healthy heart and the night traffic. Moreover, as shown in
fig. 3c and table I, the scaled probability densities of jump size display similar functional forms
to those found for Internet traffic data [21, 24]. Further, the DFA analysis in fig. 4b shows
that the correlation of the fluctuations of heartbeat intervals is also characterized by a power
law [22]. The exponents for the healthy data (α ≈ 1.0) and for the disease data (α ≈ 1.3) are
close to those for the Internet day data and for the Internet night data, respectively.

Our results show that if the network is not congested the information is transferred with-
out disruptions, and we find traffic behavior that resembles healthy heartbeat dynamics. In
contrast, when information transfer is blocked or delayed by congestion during periods of
greater human activity, the network dynamics appear to resemble diseased heart dynamics. A
question prompted by our empirical results is the reason for the similarity in the dynamics of
these two systems, the Internet and the autonomic nervous system (ANS) [23]. Specifically, is
this similarity due to chance or does it reveal an analogy between communication dynamics in
the Internet and the ANS that regulates the heartbeat? In this regard, it is interesting to note
that i) the ANS may be viewed as a communication network comprising a very large number
of elements which connects and directs information between different physiologic systems, and
ii) the sequence of the heartbeat intervals may be viewed as a probe of the activity of the
ANS(2) [28].

It thus appears that the Internet, a human-made system for which the “inner” working of
each unit and their connectivity is known, may provide a useful “model system” to investigate
the mechanisms responsible for the dynamics of the ANS. This possibility is not implausible.
Indeed, very simple models of very complex systems in many cases provide deep insights. For
example, the Ising model and its simple variants such as the Heisenberg model are sufficient to
quantitatively describe a wealth of very complex systems in regions of their respective phase
diagrams where scale invariance is displayed. The principle of “universality” in chemistry and
physics [29, 30], whereby diverse systems are described by the identical (simple) model, may
have its counterpart in physiology. Specifically, simplified network control mechanisms in the
Internet may provide useful insights into the dynamics of the ANS. For example, feedback
control in each host, a mechanism to adapt traffic to the current network status, reproduces
1/f -fluctuations arising from the network of interactions with other hosts [20].

(1)The measurement point is a link between Auckland University in NZ and the Internet, and the data record
can be obtained from http://pma.nlanr.net/Traces/long/auck4.html.
(2)Parasympathetic blockade in healthy subjects leads to dynamics similar to those observed for diseased
heart patients.
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